
Fast Correlation Attack Revisited
Cryptanalysis on Full Grain‐128a, Grain‐128, and Grain‐v1

Yosuke Todo1, Takanori Isobe2, Willi Meier3, Kazumaro Aoki1, Bin Zhang4

Copyright©2018  NTT corp. All Rights Reserved.

Yosuke Todo1, Takanori Isobe2, Willi Meier3, Kazumaro Aoki1, Bin Zhang4

1: NTT Secure Platform Laboratories

2: University of Hyogo

3: FHNW

4: Chinese Academy of Science



Fast correlation attack
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Preliminaries
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LFSR‐based stream ciphers

f
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More practical LFSR‐based stream ciphers.

g

f

• The error sequence is nonlinearly generated from another 
internal state.
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internal state.



Correlation attack
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Correlation attack
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How to recover the secret initial state?

Procedure of FCAProcedure of FCA

1. Generating parity check equations.1. Generating parity check equations.

2. Reduce the size of secret bits involved to parity check 
equations.

3. Recover involved secret bits by using parity check equations.

‐ FWHT is applied to accelerate this part.
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1. Generating parity check equations from linear trail

g
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1. Generating parity check equations from linear trail

non zero mask

zero mask

g
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zero mask

non zero mask

g



1. Generating parity check equations from linear trail

non zero mask

zero mask

g
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zero mask

non zero mask

g



1. Generating parity check equations from linear trail

Guess

non zero mask

zero mask

g
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zero mask

non zero mask

g

Linear approximations



2. Reduce involved secret‐key bits

Original linear approximations

New linear approximations

Solve partial birthday problem.
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0
New linear approximations
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Drawback
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New Insight of Fast Correlation Attack
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First step

× ×
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Focus on this part!!

× ×
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Focus on this part!!

× ×
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Focus on this part!!

× ×
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• Equivalence

0 or 1× × 0 or 1

Always 
the same
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× × 0 or 1



LFSR
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New property for FCA
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New property for FCA
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We have multiple biased solutions!!



New Algorithm for the FCA
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Motivation

• We want to exploit multiple solutions.

Conventional FCAConventional FCA

New  FCA
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New  FCA



Basic framework of new algorithm
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Basic framework of new algorithm
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Basic framework of new algorithm
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Bypassed FWHT
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Basic framework of new algorithm

31Copyright©2018  NTT corp. All Rights Reserved.



Basic framework of new algorithm

32Copyright©2018  NTT corp. All Rights Reserved.



How to estimate the success probability

Normal distributions are used.
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Poisson distributions are used.



Example parameter
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solutions are left.



Theoretical estimation (Poisson distribution)
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Plot experimental results (Poisson distribution)

Average of 1000 trails
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Incorrect keys Experiments almost followed our theory!!
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Application to Grain Family
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Grain Family

• If there are many high‐biased linear masks, 
the new framework is powerful.the new framework is powerful.

• Grain‐like ciphers tend to have many high‐biased linear 
masks because of the h function.

38Copyright©2018  NTT corp. All Rights Reserved.



Why Grain has many approximations

• Example, case of Grain v1

h

Correlation Input linear mask

39Copyright©2018  NTT corp. All Rights Reserved.

00011, 01001, 01010, 01011, 01101, 01111, 10110, 11000, 11011, 11100 

00111, 01110, 10010, 11010, 11110, 11111

Each input linear mask derives different linear approximations.



Why Grain has many approximations
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Conclusion and open question

• Our attack result.

Target # of lin. approx. Correlations Data Time

• Open question.

Grain‐128a

Grain‐128

Grain‐v1

* For Grain‐128, dynamic cube attack is more powerful.
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• Open question.

‐ We only break full Grain‐128a w/o authentication.

‐ If the authentication is enabled, only even‐clock outputs are used. 

• Odd‐clock ones are used for the authentication, and we cannot observe them.

• Then, we weren’t able to find high‐biased linear approximations.


