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Custom instances of LWE that seem to be tackled by ML
(very sparse secret, and sometimes large modulus q)
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To summarize the comparison, VERDE is several orders of magnitude behind 
the state of the art, even on these custom made instances.
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The scripts for these two instances are available on the branch 

human-LWE

of the leaky-lwe-estimator.

https://github.com/lducas/leaky-LWE-Estimator/tree/human-LWE/human-LWE

< 100 lines of code in total.

https://github.com/lducas/leaky-LWE-Estimator/tree/human-LWE/human-LWE
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